Informe Técnico — Diagndstico de Memoria SQL Server (Coris)
Fecha: 13 Noviembre 2025

Responsable: Oscar Ocampo - Discovery TI Coris

Servidor: SQL Server 2017 (14.0) sobre Huawei Cloud - 32 GB RAM, Max Server Memory
~27-28 GB
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1. Resumen Ejecutivo

Durante el analisis del servidor de base de datos de Coris se determiné que el motor de SQL
Server no es el causante principal del consumo del 92% de la memoria del servidor
Windows. El motor esta utilizando la memoria dentro del limite configurado y lo hace de
forma correcta, concentrandola en el Buffer Pool para acelerar el acceso a los datos del SEM,
Auditoria y CALI

El consumo elevado de memoria se explica por la combinacién de:

» Multiples servicios adicionales instalados en la misma maquina (SSIS, SSAS, antivirus,
servicios de telemetria, Java, VsHub, etc.).

¢ Poco margen de memoria libre para el sistema operativo (aprox. 2 GB disponibles).

« Alta carga operativa sobre las bases dbsistema_coris (SEM), dbsistema_coris_auditoria y



dbcoriscai.

» Uso intensivo de consultas Adhoc y vistas complejas del SEM que inflan el Plan Cache.
 Consultas de reportes con Memory Grants muy elevados.

El motor de SQL Server se encuentra sano, pero el disefio y uso actual de la aplicacién (SEM,
Auditoria, CAl y reportes) si requieren ajustes del equipo de desarrollo y una revisiéon de la

arquitectura en Huawei Cloud.

2. Hallazgos Técnicos con Evidencia

2.1 Estado de memoria fisica y proceso SQL (Pantallazo 1)

e sql_physical_memory_MB: 27.156 MB
e available_physical MB: 2.155 MB

¢ system_memory_state_desc: "Available physical memory is high"

Interpretacion:

SQL Server esta consumiendo aproximadamente 27 GB, alineado con el Max Server Memory
configurado. El sistema operativo solo dispone de unos 2 GB libres, lo que deja muy poco
margen para el resto de servicios. Desde el punto de vista del motor, no hay estrés de
memoria, pero el servidor Windows si trabaja muy ajustado.

SQLQueryL.sal - SQ.ter (oocampo (76)* = |

-- Cudnta memoria fisica usa el proceso de SQL Server +
-- y si estd "estresado” -
SELECT
physical_memory_in_use_kb / 1024 AS sql_physical_memory_MB,
large_page_allocations_kb / 1024 AS large_page MB,
locked_page_allocations_kb / 1024 AS locked_page_MB,
virtual_address_space_reserved_kb / 1024 AS VAS_reserved_MB,
virtual_address_space_committed_kb / 1024 AS VAS_committed_MB,
memory_utilization_percentage,
process_physical_memory_low,
process_virtual_memory_low Al
FROM sys.dm_os_process_memory;
-- Visién del sistema operativo visto desde SQL
SELECT
total_physical_memory kb / 1024 AS total physical MB,
available_physical_memory_kb / 1824 AS available_physical MB,
system_memory_state_desc
FROM sys.dm_os_sys_memory;
100% ~
EH Resuts 2 Messages
sql_physical_memory_MB  large_page_MB locked_page_MB VAS_reserved_MB VAS_committed_MB  memory_utilization_percentage process_physical_memory_low process_vitual_memory_low -

available_physical_MB  system_memory_state_desc
Available physical memory is high

@ Query executed successfully.
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v

SQLSERVER (14.0RTM) ' oocampo (78) master 00:00:00 2 rows

Figura 1. Visién general de memoria del proceso de SQL Server y del sistema operativo.



2.2 Distribuciéon de Memory Clerks (Pantallazo 2)
Principales clerks:

* MEMORYCLERK_SQLBUFFERPOOL: 24.167 MB.
o CACHESTORE_SQLCP: 484 MB.

o CACHESTORE_PHDR: 394 MB.

* OBJECTSTORE_LOCK_MANAGER: 313 MB.

Interpretacion:

Alrededor del 88% de la memoria consumida por SQL Server corresponde al Buffer Poo],
comportamiento esperado en un motor que esta cacheando datos para acelerar lecturas. No
se observan memory leaks ni clerks anémalos. El uso de memoria dentro del motor es sano;
el problema esta en el total de memoria disponible de la maquina.

5t Querysa -sa-ter ocompo 75+ < I

-- Uso de memoria por tipo de "memory clerk” +

=|SELECT -
mc. type,
SUM(mc. pages_kb 1024 AS total_memory_MB

FROM sys.dm_os_memory_clerks AS mc

GROUP BY mc.type

ORDER BY total_memory_MB DESC; -
100% ~
BB Resuts 2 Messages

type total_memory_MB -
1 MEMORYCLERK_SQLBUFFERPOOL | 24167
2 CACHESTORE_SQLCP 484
3 CACHESTORE_PHDR 334
4 OBJECTSTORE_LOCK_MANAGER 313
5 CACHESTORE_OBJCP 267
6 MEMORYCLERK_SOSNODE 77
7 CACHESTORE_SYSTEMROWSET 59
8 USERSTORE_DBMETADATA 53
9 MEMORYCLERK_SQLSTORENG 46
10 USERSTORE_SCHEMAMGR 29
11 MEMORYCLERK_SQLCLR 21
12 USERSTORE_TOKENPERM 16
13 MEMORYCLERK_SQLTRACE 15
14 MEMORYCLERK_SQLGENERAL 10
15 MEMORYCLERK_SQLLOGPOOL 7
16 LISERSTORF_ORIPFRM [ -

Figura 2. Distribucién de memoria por Memory Clerk.

2.3 Uso del Buffer Pool por base de datos (Pantallazo 3)
Resultados principales:

e dbsistema_coris (SEM): 13.432 MB.

e dbsistema_coris_auditoria: 5.076 MB.

e dbcoriscai: 3.945 MB.

 Otras bases y tempdb: consumos relativamente bajos.

Interpretacion:



SEM es la base operativa mas intensa, seguido por la Auditoria del SEM y CAI. Destaca el
consumo de 5 GB por parte de la base de auditoria, valor muy elevado para tablas de
log/auditoria, lo que indica consultas frecuentes y posiblemente poco optimizadas. tempdb
muestra un consumo bajo, por lo que no existe una presion significativa en operaciones
temporales.

T ———., |

-- Tamafio del buffer pool por base de datos
=ISELECT
DB_NAME (bd.database_id) AS database_name
UNT 8 / 1024 AS buffer_pool MB
FROM sys.dm_os_buffer_descriptors AS bd
WHERE bd.database_id 32767 -- excluir recursos internos
GROUP BY bd.database_id
ORDER BY buffer_pool_MB DESC;

=
+

100% ~
BB Resuts ¥ Messages
database_name buffer_pool_MB -
B s
dbsistema_coris_audtoria 5076
dbcoriscai 3945
dbsistema_coris_intersiigo 74
dbcorispretango 317
dbsistema_coris_estadisticas 297
tempdb 195
dbsistema_coris_log 49

| dbsistema_coris

W oA DD s W N =

dbsistema_coris_auditoria_trabajo 11
10 dbemscorisar 5
11 dbemscorisco

12 dbemsassistunocomco
13 dbcmscorisar_test

14 dbcmsassistunoec

15 dbcmsassistunope

oW w s s

16 dhemsconisny

Figura 3. Distribucién del Buffer Pool por base de datos.

2.4 Plan Cache — Adhoc, Views y Stored Procedures (Pantallazo 4)
Distribucién del Plan Cache:

e View: 2.624 planes, 394 MB.

» Adhoc: 2.972 planes, 341 MB.

e Proc: 412 planes, 266 MB.

e Prepared: 913 planes, 115 MB.

Interpretacion:

Existe un uso muy elevado de vistas (views) del SEM y un niimero significativo de consultas
Adhoc, lo que indica:

« Vistas complejas y anidadas que generan planes muy pesados.

 Consultas dinamicas generadas por la aplicacién con poca reutilizacion de planes.

* Bajo uso relativo de Stored Procedures parametrizados.



Este patréon degrada el rendimiento general: inflado del plan cache, mas recompilaciones y
mayor consumo de CPU.

501 Querysa-5a.ter cocompo ) = I

-- Memoria usada por los planes en caché +
SELECT -
objtype,
COUNT AS cached_plans,
M(size_in_bytes 1024 / 1024 AS cache_size_MB
FROM sys.dm_exec_cached_plans
GROUP BY objtype
ORDER BY cache_size_MB DESC;

100% ~
B Resuts 2 Messages

cached_plans cache_size_MB
2624 394

1

2 2972 341
3 Proc 412 266
4 Prepared 913 115
5 Rule 2 0

6 Trigger 2 0

Figura 4. Memoria usada por planes en caché (Views, Adhoc, Proc).

2.5 Consultas con Memory Grants altos (Pantallazo 5)

Se identificaron consultas con Memory Grants maximos entre 70 MB y 192 MB, asociadas
principalmente a:

* Reportes REP_* del SEM.

* Reportes del m6dulo CAL

» Consultas sobre bases de estadisticas y auditoria.

Interpretacion:

Los reportes y procesos analiticos ejecutan consultas complejas (JOINs multiples, CTE
grandes, agregaciones) que solicitan cantidades de memoria elevadas. Aunque no saturan
tempdb en este momento, si incrementan la presion interna sobre la memoria y pueden
impactar el rendimiento en horas pico de operacion.



e e——y |
SELECT TOP 20 +
qs.max_used_grant_kb / 1024 AS max_grant_M8, -
qs.total_grant_kb / 1024 AS total_grant_M8,
qs.execution_count,
D st.dbid) AS database_name,
E(st.objectid, st.dbid) AS object_name,
(G(st.text, (qs.statement_start_offset/2) + 1
CASE gs.statement_end_offset
WHEN -1 THEN DATALENGTH(st.text
ELSE gs.statement_end_offset =1
END - qs.statement_start_offset)/2) + 1) AS statement_text
FROM sys.dn_exec_query_stats AS qs
R ys.dn_exec_sql_text(qs.sql_handle) AS st
ORDER BY max_grant_MB DESC
100% ~
EH Resuts il Messages
max_grant_MB__ total_grant_MB _ execution_count _ database_name obiject_name statement text -
1 i@ i 629 3 dosistema_cors_estadisticas  REP_lniciar WITHVENTASAS ( select siidcuentabase  idcuertabase,  eiidcuenta  idcuenta,  datepatfyear.si voucherect
2 % 20 3 dbcoriscai REP_ITT_MarcarPagos_00_GuardarEnVouchers INSERT INTO FAC_Coris_Voucher (  fecha,voucher.paxnombre edad codplan,fplan] desde hasta,dias pvp.comision neto por
3 8 594 2 dbsistema_coris_estaditicas  REP_VTA_nsetarCenadasYAnuladas wih TEMP_Das (  select -lo de que cuenta quier el reporte
« 2% 2 dbsistema_cors REPSeguimiertos_Consuta INSERT INTO @TABLA_SOLO_SEGUIMIENTOS(Seguimientold, RowNumber)  SELECT ~ SEGi  Seguimientold
5 75 628 3 docornscal REP_ITT_MarcarPagos_09_CrearFactura insertinto @OPERACIONES (dpedido idoperacion.cod_clente, ciente, tc, moneda, itipopago. idmercadopago. pvp. neto, esf
6 7 25 2 dosistema_cors EMS_ActuaizarComprobantesDe Emisiones WITH SECAS( select dtinctidoperacion from dbcoriscai.dbofac_cors_sec where idoperacion > 300000 and viene
7 5 16969 150 dbcoriscal REP_CAI_TANGO_Comprobarte_BUSQUEDA_PDF_ObtenerNo...  with TODAS AS ( = o selectdisint  DETt_comp . DETn_comp .
8 51 1405 6 dbsistema_cors REP_EMS_ITS_NoEstanEnintersigo with EMISIONES_INICIAL as( _select DISTINCT  eid idemision,  eiidcuenta idoueta,  e.emisions
9 4 36784 1 dbsistema_cors_sudtoia  SP_Obtener select auid, ap nombre isnulfuid 0)idusuario,  isnully
0 3 98 2 dbconscai REP_CAI_TANGO_Comprobante_Factura_ObtenerEnviadas insertinto @COMPROBANTES( id _cod_clent _clente <
noa 73 3 dbsistema_cons EMS_ActuaizarComprobantesDe Emisiones nset nto EMS_EmsonComprobante demsion y numeroc
12 % 503485 6701 dbsistema_cors DEF_Enmision_GuardarComisionesEnTanda with EMISIONES_PRECOMPRA s ( select eid from ems_emision e inner join FPG_Emision foge on fpge idemision=e id
1% 27076 87 dbsistema_cors_intersige  ITS_Comprobante_Factura_ObtenerTodos with ULTIMO_PROCESAMIENTO as(  select cididcomprobante . MAXsnull(Pid.0) idprocesamiento from ITS_Fac:
“ o2 3 3 dbsistema_cors EMS_ActuaizarComprobantesDe Emisiones UPDATEec SET idestadocomprobarte = cs.destadocomprobarte ~select * from SCOMPROBANTES_SECcs  inner oi
5 2 581741 5906 dbsistema cors REP EMS VisieroVienciaCoincidente select dstnct  e2id idemision, _ e2 emisionnumero emisionnumero,  v2salida,  v2reqreso, a2nombre,  a2apeli ¥
< >

Figura 5. Principales consultas por consumo de Memory Grant.

3. Causa Raiz del Problema

No se encontr6 evidencia de mal funcionamiento del motor de SQL Server ni de una mala
configuracion del Max Server Memory. El problema de alto consumo de memoria se debe a
la combinacion de:

1) Insuficiente memoria total del servidor Windows (32 GB) para la cantidad de servicios
instalados.

2) Carga operativa muy alta sobre SEM, Auditoria y CAIL

3) Uso intensivo de vistas complejas y consultas Adhoc que inflan el Plan Cache.

4) Consultas de reportes con Memory Grants elevados.

En consecuencia, el SQL Server esta sano, pero la arquitectura de la aplicacion y el
dimensionamiento de la VM requieren ajustes.

4. Recomendaciones Técnicas para el Equipo de Desarrollo
1. 4.1 Parametrizacion y reduccién de consultas Adhoc

e Migrar consultas dinamicas frecuentes a Stored Procedures parametrizados.

« Evitar concatenacién de parametros en strings SQL desde la aplicacion.

« Priorizar el uso de sp_executesqgl con pardmetros para mejorar la reutilizacién de planes.
 Revisar reportes que generen muchas variantes de la misma consulta.

2. 4.2 Optimizacion de vistas del SEM

» Reescribir vistas anidadas y muy pesadas, eliminando SELECT * y filtrando columnas.
« Identificar vistas obsoletas o sin uso y retirarlas del esquema.

 Evaluar reemplazar vistas complejas por Stored Procedures que devuelvan datos
especificos para cada pantalla o reporte.




3. 4.3 Optimizacion de la Auditoria del SEM

« Crear indices filtrados por fecha u otros campos clave para las tablas de auditoria.

* Implementar politicas de archivado histérico (por ejemplo, mover registros de mas de X
meses a tablas histéricas).

¢ Reducir el nimero de columnas auditadas cuando sea posible.

 Revisar consultas del front que consultan auditoria y limitar su rango temporal.

4. 4.4 Optimizacién de consultas con Memory Grants altos

» Revisar los reportes REP_* y EMS_* identificados con mayores Memory Grants.
 Analizar planes de ejecucién y agregar indices que eviten scans completos.

» Reducir el numero de columnas devueltas en consultas analiticas.

« Dividir consultas muy grandes en pasos mas pequefios cuando sea viable.

» Evitar ORDER BY y DISTINCT innecesarios sobre grandes volimenes de datos.

5. 4.5 Activar 'optimize for ad hoc workloads' en el servidor

Se recomienda activar la opcion siguiente para reducir el impacto de las consultas Adhoc en
el Plan Cache:

EXEC sp_configure 'show advanced options', 1;
RECONFIGURE;

EXEC sp_configure 'optimize for ad hoc workloads', 1;
RECONFIGURE;

Este cambio es dindmico, no requiere reinicio del motor y ayudara a reducir la memoria
usada por planes Adhoc de consultas que solo se ejecutan una vez.

5. Recomendaciones para Infraestructura / Huawei Cloud

e Incrementar la memoria de la VM a 48 GB o 64 GB, manteniendo el Max Server Memory de
SQL en torno al 70-75% de la RAM fisica.

 Evaluar separar roles en distintas maquinas virtuales: una para el motor de SQL Server,
otra para SSIS/SSAS y servicios auxiliares.

¢ Mantener monitoreo de memoria y CPU para validar mejoras después de los cambios.

6. Conclusion General

El andlisis confirma que el motor de SQL Server esta correctamente configurado y utiliza la
memoria de forma adecuada, principalmente para cache de datos (Buffer Pool). Sin
embargo, el servidor Windows trabaja con muy poco margen de memoria debido a la
coexistencia de multiples servicios y a la carga propia del SEM, Auditoria y CAI

La solucion pasa por combinar acciones de desarrollo (optimizacidn de vistas, reportes,
auditoria y consultas Adhoc) con ajustes de infraestructura (mas memoria RAM y
separacién de roles). La ejecucion de estas recomendaciones permitira mejorar los tiempos



de respuesta, reducir la presion de CPU/memoria y aumentar la estabilidad del sistema en
eventos de alta demanda como campafias masivas o picos de operacidn.

Atentamente,
Oscar Ocampo - Discovery TI Coris - High Cloud Tec



